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Previously

We’ve been learning various methods for solving linear differential
equations.

The next big topic is the Laplace transform which gives, among
other things, yet another method for solving these.

But before we talk about the Laplace transform, let’s step back a
bit to take a more general view on operators.

This isn’t new content per se, but rather is placing content we’ve
already learned into a more general framework.
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Operators

Probably, when you’ve seen functions in
math classes, the inputs/outputs have
been real numbers (or maybe complex
numbers).

But it’s a more general concept.

You can have a functions that take any
type of mathematical object as input or
output.

You can even have a function whose
inputs and outputs are functions.

To avoid confusion, let’s use a different name
for these.

An operator is a function whose
inputs/outputs are functions R→ R.

The most important example is the differential
operator, let’s call it D:

Dy = y ′

Another important example is integration:∫ x

x0

f (t) dt

converts a function f into a new function.
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Linear operators

We can write a basic property of differentiation
in terms of operators:

D(af + bg) = aDf + bDg ,

where a, b are constant real numbers and f , g
are functions.

If an operator satisfies this property we call it a
linear operator.

If you’ve taken linear algebra: linear
operators are linear transformations acting
on vector spaces of real-valued functions.

Another linear operator is integration.

Can you come up with more linear operators?

The identity operator id f = f

D2, i.e. D2f = f ′′

Dn for any natural number n

S + T , where S and T are linear

aT , where T is linear and a is a constant
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K Williams (U. Hawai‘i @ Mānoa) Math 302: Operators Spring 2021 4 / 9



Linear operators

We can write a basic property of differentiation
in terms of operators:

D(af + bg) = aDf + bDg ,

where a, b are constant real numbers and f , g
are functions.

If an operator satisfies this property we call it a
linear operator.

If you’ve taken linear algebra: linear
operators are linear transformations acting
on vector spaces of real-valued functions.

Another linear operator is integration.

Can you come up with more linear operators?

The identity operator id f = f

D2, i.e. D2f = f ′′

Dn for any natural number n

S + T , where S and T are linear

aT , where T is linear and a is a constant
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Polynomial operators

Consider a polynomial

P(r) = anr
n + · · ·+ a1r + a0.

Then if T is a linear operator, so is

P(D) = anD
n + · · · a1D

1 + a0D
0,

where D0 = id is the identity operator. We call
P(D) a polynomial operator.

Notation: we write e.g. 3 to mean the operator
3 id.

For example, consider P(r) = r2 + 2r + 3.
Then, P(D)y = 0 is another way to write the
equation

y ′′ + 2y ′ + y = 0.

Any linear homogeneous differential equation
with constant coefficients is of the form
P(D)y = 0 for some polynomial operator
P(D). Solving this equation is computing the
kernel of the linear operator P(D).

Jargon: we say that P(D) annihilates y if
P(D)y = 0.

If you’ve taken linear algebra: this is like when
you find kernels of matrices, but in an infinite
dimensional vector space.
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K Williams (U. Hawai‘i @ Mānoa) Math 302: Operators Spring 2021 5 / 9



The principle of superposition

Recall that the general solution to

any
(n) + · · ·+ a1y

′ + a0y = 0

is a linear combination of n many linearly
independent individual solutions.

This fact generalizes.

Suppose T is a linear operator and consider
the equation

Ty = a1b1 + · · ·+ anbn,

where ai are constants and bi are functions.
Suppose you have solutions yi to the equations

Ty = bi .

Then, a1y1 + · · ·+ anyn is a solution to the
original equation.

In other words: you can get the solution by
breaking up the sum into pieces and solving
each piece individually. For example, this is
how you differentiate.
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The algebra of linear operators

Linear operators satisfy most of the algebraic
properties of the integers, where addition and
multiplication of operators are defined as:

(S + T )y = Sy + Ty , (ST )y = S(Ty).

The exception is commutativity of
multiplication: in general, ST and TS won’t
be the same operator. However, if they are
polynomial operators P(D) and Q(D), then
they will be the same:

P(D)Q(D) = Q(D)P(D).

The distributive law, associativity of addition
and multiplication, and commutativity of
addition all hold:

S(T + U) = ST + SU

(S + T )U = SU + TU

(S + T ) + U = S + (T + U)

(ST )U = S(TU)

S + T = T + S

(In math jargon: linear operators form a
noncommutative ring, and restricting to the
polynomial operators gives a commutative
ring.)
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Exponential shift

The differentiation operator and, more
generally, polynomial operators play nicely with
exponential functions:

P(D)(ueax) = eaxP(D + a)u,

where u is any function with sufficiently many
derivatives.

To see why this is true, it’s enough to check
that D(ueax) = eax(D + a)u. Once we see
that, the similar fact for Dn is true by
repeatedly applying it, and then it holds for
any polynomial operator by taking a linear
combination.

This can be seen by a calculation using the
product rule:

D(ueax) =
d

dx
ueax
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Solving linear ODEs with operators

Due to time constraints, we won’t cover it in
this class, but I want to briefly mention that
you can use operators to solve ODEs.

Consider the ODE
any

(n) + · · ·+ a1y
′ + a0y = b(x).

This is in the form P(D)y = b(x), where
P(r) = anr

n + · · · a1r + a0.

You can solve P(D)y = b(x) by
determing an inverse operator for P(D).

Compare to how you solve Dy = b(x) by
means of the inverse operator for
differentiation, namely integration.
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